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Abstract—The Machine-type services induce one critical challenge for the current cellular networks: The capacity of the conventional signaling channel in the network can hardly support the anticipated massive number of machine-type devices. According to the current network design, the signaling channel can easily be blocked up by a number of simultaneous signaling requests. In order to release the bottleneck of the signaling channel, we proposed a cross-device signaling mechanism to reduce the transmitted signaling data during the congestion-critical period. This mechanism removes the redundancy between the signaling messages of different devices. It has especially high performance when multiple highly synchronized devices generate simultaneous signaling requests. Thus, the mechanism can effectively mitigate the potential congestion in the signaling channel and further increase the design capacity of the network.

I. INTRODUCTION

The market of machine-type communication and its accompanying services has been evolving quickly. It is expected that the number of connected machine-type devices will exceed 20 billion by 2020 [1], [2]. A large proportion of mobile operators worldwide are adapting their business models in order to offer machine-type services using the cellular infrastructure.

The integration of the machine-type communication into the cellular network can exploit the advantages of cellular services such as mobility, flexibility, reliability and good coverage. However, the machine-type communication has certain traffic characteristics which distinguish it from the human-centric communication: The machine-type communication generally has lower data rate and smaller packet size. The traffic is more uplink dominant and there are fewer interactions between the machine-type devices and the other side, which is usually an application server employed for the machine-type services.

Such traffic characteristics and the massive number of machine-type devices have strong impact on the design of the mobile and wireless systems, in particular the requirements on the signaling channels. It is shown in [3] that if the density of the terminal devices in the current LTE network increases to a certain degree, the signaling congestion will become a severe problem that might lead to the breakdown of the network.

Signaling congestions typically take place when a large amount of devices try to access the network in a highly synchronized manner [4], [5]. Some typical scenarios are:

- Recurring data transmissions are generated at precisely synchronous time intervals.
- A malfunction in the application or the server requests the devices to keep resending their data.
- An event triggers high numbers of machine-type devices to attach the network all at once, for example, massive metering devices becoming simultaneously active after a power cut.
- Many machine-type devices are simultaneously handed-over to another base station, which might be caused by highly synchronized mobility or a base station outage.

In the aforementioned scenarios, the network has to confront a high peak of signaling requests which severely challenges the design capacity of the signaling channel.

To date all existing solutions to reduce the signaling congestion follow one of the two basic principles: blocking or dropping the non-urgent signaling requests; batch signaling handling.

By the blocking/dropping methods [6], [7] priority classes will be defined for all kinds of applications. The low priority signaling requests will be blocked or dropped in order to guarantee the high priority requests. Some variations proposed hybrid schemes such as in [8], which combine conventional-based and reservation-based multiple access. Obviously, the drawback of these methods is that not all requests will be responded in time. The low priority signaling requests have to endure the long delay or the neglect.

By batch signaling handling similar signaling messages will be grouped and handled together [9]. The drawback of these methods is also the additional delay introduced by the aggregation of the signaling message. Furthermore, messages from each device have to be aggregated at a central entity, e.g. the Machine-to-Machine (M2M) gateway first. This mechanism is only suitable for M2M area network where centralized signaling processing is possible.

However, by observing the signaling messages during the congestion period, it can be seen that there is a very high coincidence between the signaling information sent by the devices, particularly these belong to similar types, have similar service purpose and are located in a proximate area.
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In this paper, we introduce a solution to remove such redundancy in the signaling messages. Hence, it can effectively mitigate the signaling congestion in the wireless network and further increase the design capacity of the network. Firstly, a detailed description of the system and the considered problem is given in the next section. Then a cross-device signaling mechanism, including some of its variants, is illustrated in section III. The performance of the mechanism is analyzed in section IV. Finally, some conclusions are drawn in section V.

II. SIGNALING IN MMC SCENARIO

We consider a cellular network to support Massive Machine Communication (MMC) traffic. Signaling messages are used to coordinate the data connections between the base stations and a number of mobile devices (denoted as “device” for short in the follow text), e.g. UEs, sensors, actuators. The signaling messages are exchanged between the base stations and the devices via the wireless channels, which are also called signaling channels in the literature.

It is assumed that signaling messages are transmitted in both uplink and downlink, that is to say, from the devices to the base stations and vice versa. The signaling messages in the uplink are transmitted either via an unscheduled channel, e.g. the random access channel, or in a scheduled channel, e.g. the uplink shared channel. The signaling messages in the downlink are transmitted either in a broadcast channel, a shared channel, or a dedicated channel. The request for signaling can either be initialized by the base stations, or by the devices.

The information contained in each message is quantified by its entropy, i.e. $H(X_n)$ for the message $X_n$ of the $n$-th device. According to the conventional network design, the signaling messages are sent and received by the device independently. Thus, the required date transmission volume in the signaling channel is

$$R_{\text{sig,ind}} = H(X_1) + H(X_2) + ... + H(X_N)$$

if there are $N$ devices in the network.

The entropy $H(X_n)$ gives the minimum amount of the required signaling information for device $n$. In practice it can be approached by a well-designed set of signaling instructions. The author in [11] described a mechanism to compress the signaling message based on the syntax of the historical messages which have been sent by the same device before. If the device wants to send a message repeating one of the old messages, then the device can send a short index of the old message instead of sending the whole message again. This mechanism is applied to a single communication link consisting of one transmitter and one receiver. The redundancy in the signaling messages in one single link is removed by the compression. However, the compression is always limited by the information-theoretic lower bound, i.e. the entropy $H(X_n)$.

If the signaling channel is observed from a system-level perspective, the required signaling information is in fact given by the joint entropy

$$R_{\text{sig, joint}} = H(X_1, X_2, ..., X_N).$$

As it is introduced in section I, the signaling in MMC scenario is correlated, in particular among a group of associated devices. The joint entropy $R_{\text{sig, joint}}$ is actually lower than the sum of the individual entropy. During the congestion-critical period, namely during the peak time of the signaling requests, the correlation is much higher, since the signaling traffic at this moment is mainly caused by the associated devices complying with similar behavior pattern.

The difference between the joint entropy $R_{\text{sig, joint}}$ and the sum of individual entropy $R_{\text{sig, ind}}$ is represented by the sum of the mutual information

$$\Delta R = \sum_{n=1}^{N} H(X_n) - H(X_1, X_2, ..., X_N)$$

$$= \sum_{n=1}^{N-1} I(X_{n+1}; X_1, ..., X_n),$$

which shows the potential to achieve a lower signaling overhead than the conventional signaling scheme. In the above expression (3) it can be seen that the potential gain even increases with larger number of associated devices.

In order to exploit this potential, we should go for a joint signaling scheme in which the signaling message $X_n$ for the device $n$ is coded based on the previous transmitted signaling messages $X_2, X_2, ..., X_{n-1}$ of other devices. Thus the minimum required data equals the conditional entropy $H(X_n|X_1, X_2, ..., X_{n-1})$ instead of the independent entropy $H(X_n)$.

However, the joint signaling should fulfill the basic requirements on the control signals in the wireless communication system, namely

- **Lossless** - all the signaling messages should be received properly, both in the uplink and in the downlink.
- **Timeliness** - The signaling messages should be received with very low delay. The delay of signaling message will retard the whole communication process, sometime it will even impair the entire control mechanism, for instance in a fast time-varying radio environment.

These two requirements give us quite hard restrictions when we are trying to develop a joint signaling scheme. In the
following section, we introduce a cross-device signaling compression mechanism which effectively reduces the signaling redundancy without causing information loss and additional processing delay.

III. CROSS-DEVICE SIGNALING CHANNEL

We use a cross-device compression method to reduce the signaling overhead. The compression is achieved by utilizing the mutual information between the associated devices. Such devices are considered to have a certain relationship, e.g., being located in proximate area, serving same or related purpose. Thus they have a higher probability to have similar signaling requests within the same time period. The association between the devices can be determined in advance when additional context information is provided, such as location or service profile of the devices. The association can also be identified by a progressive learning process during the running time.

The whole mechanism consists of two phases: build up the dictionary for signaling messages and compress the new signaling message. By building up the dictionary, the previous messages transmitted in the signaling channel are collected and compiled into a dictionary. This dictionary is available both at the side of the devices and at the side of the base stations. That is to say, each device and base station has a memory to save the dictionary. During the compression phase the original message is translated into a shorter message based on the dictionary. After receiving the shorter message from the transmitter, the receiver uses the same dictionary to regain the original message. The whole mechanism applied to uplink signaling channel and downlink signaling channel is different in certain points due to the particular limitations of these two channels. It is described in detail in the following sections.

A. Building up the dictionary for signaling messages

In the first step, a dictionary \( D := \{c_1, c_2, ..., c_K\} \) made up of code words \( c_i \) and indices will be compiled, which will be used later to compose the new signaling messages. The vocabulary size of the dictionary is denoted as \( K \). The code words \( c_i \) are extracted from the previous signaling messages addressing the set of associated devices.

For the signaling messages in the uplink direction, i.e., from the device to the base station, there are two approaches for the devices to collect and store the signals sent from the other devices:

One approach is that the device listens to the uplink channel between the associated devices and the base station (see Fig. 2). For this approach the device should have the additional capability to receive the messages sent by other devices. This assumption gives a constraint of the distance between the associated devices and the receive capability of the listening devices. The acquired message is then stored at the device together with an index which unambiguously indicates the message. The base station saves the same message and the index in its memory. Various indexing methods can be used as long as the base station and the devices can obtain the same index for the same message according to a common agreement. For instance, the transmission order of the previous messages sent in the signaling channel can be used as the index.

Alternatively, the device can receive a set of instructions from the base station through the downlink channel (see Fig. 3). These instructions can consist of some representative signaling messages received by the base station before. Then the message is saved together with an index at the device and the base station. The index of each message can either be determined by the base station then be sent together with the corresponding message, or it can be composed according to a common agreement at the base stations and devices.

Then the dictionary is built up based on the saved messages. If the number of stored messages is large enough, entropy encoding algorithms, e.g., the Huffman coding [12] or arithmetic coding [13], which are based on the statistic model of the reference messages, can be used. The code words and the indices are calculated based on the stored reference messages.
The stored signaling messages as well as the dictionary are constantly updated. Only the messages transferred within the last time period need to be stored. The messages sent beyond the time period are marked as outdated and are removed from the memory. The dictionary should be recompiled every time when the stored messages are updated. The length of the update time period is a predefined value which can be optimized regarding the efficiency of the dictionary and the available memory size. If the period length is large, more reference messages will be stored and the vocabulary of the dictionary becomes larger. Hence, it is possible to find a longer code word to compose the new message and the compressed message might be more concise. However, the length of the indices also grows with the size of the vocabulary and it ultimately increases the length of compressed message. This trade-off should be considered by selecting the length of the time period.

B. Compressing the new signaling message

The new signaling message is compressed based on the dictionary. According to the available dictionary, diverse compression methods can be applied. The compression method should be lossless. Since the length of each signaling message is limited, the applied compression method should be efficient for short information sequences. One straightforward approach is to find the same code word in the new message and replace it with the index.

Fig. 4 shows an example of this approach.
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In this example, the dictionary is a collection of indexed messages. The source message to be transmitted is a new RRCConnectionSetupComplete message where the first code word is the transaction identifier “778854”, which is usually unique and cannot be compressed. The second code word is the PLMN-ID “829521” and the third code word is the MME-ID “076812”. Both of them can be found in the dictionary.

Other lossless algorithms can be used, e.g. the compression method based on Lempel-Ziv algorithm [14]. The compressed message consists of the index of the reference message, the position of the same message piece in the reference message and the length of the same message piece.

Regarding signaling messages containing numeric values, such as channel state information report or radio resource assignment, there is a high probability that the messages sent by associated devices have approximate values. However, it is unlikely that two messages are completely identical. In this case, a low-range value is transmitted in addition to the reference message, in order to describe the deviation between the reference message and the source message. Alternatively, algorithms such as Run-Length-Code can be applied to code the deviation.

In uplink direction, the compressed signaling messages are sent only if a low compression rate can be achieved. Otherwise, if the achievable compression rate is not sufficient or there is no valid dictionary available, the original uncompressed message can be sent. The latter case can happen when the devices are just awoken from the sleep mode.

If in downlink direction the base station wants to simultaneously transmit diverse signaling messages to multiple devices, a special approach in the downlink direction can be used: The base station broadcasts a mixture of uncompressed and compressed signaling messages together at the same time. In Fig. 5 an example is given, where the base station transmits the signaling messages to Device 1 and Device 2 at the same time. M1 is an uncompressed message for Device 1. It is sent in the broadcast or multicast channel and received by Device 1 and Device 2 as well. M2 is the signaling message for Device 2. It is compressed based on M1 using one of the compression methods given before. Device 2 receives both M1 and M2 and decompresses the message in M2 using M1 as reference.
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IV. PERFORMANCE ANALYSIS AND NUMERICAL EVALUATION

The proposed cross-device signaling mechanism is evaluated in a LTE multi-cell network simulation environment. The
performance of the mechanism relies on the distribution of the signaling events and correlation between the signaling events of different devices. It is assumed that the signaling events follow a Beta distribution as in 3GPP studies [3]

\[ p_i(t) = \frac{t^\alpha-1 (T - t)^\beta-1}{T^{\alpha+\beta-1}} \text{Beta}(\alpha, \beta), \]

in which Beta (\(\alpha, \beta\)) is the Beta function with \(\alpha = \beta = 50\). \(T\) is the event arrive circle with \(T = 1000\) second, which fulfills

\[ \int_0^T p_i(t) dt = 1. \]

V. Conclusion

In this paper we showed that a certain amount of mutual information exists among the signaling messages of the associated M2M devices. This mutual information provides us the potential to reduce the signaling overhead, particularly in the MMC scenario. In order to exploit the potential, the signaling messages should be coded cross the different devices.

According to our proposed mechanism, the devices and the base stations maintain a dictionary of reference messages, which consists of messages recently transferred in the signaling channel between the base stations and all associated devices. Then, in case that a new signaling message is to be transmitted, the message will be coded at the transmitter side based on the dictionary and reconstructed at the receiver side. The compression rate is especially high during the congestion-critical period, since at this moment, multiple correlated devices are sending similar signaling messages. Hence there is a higher probability that the code words in the dictionary can be reused.

Analytical and simulation results showed that the proposed mechanism can effectively reduce the congestion possibility and further increase the design capacity of the network.
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