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Abstract—In the current literature considering multi-cell multi-user massive multiple-input multiple-output (MU-Massive-MIMO) systems, equal uplink power allocation among users is typically assumed, which does not exploit the potential of per-user power control. By contrast, in this paper we apply multi-cell uplink power control, assuming the minimum mean-square-error receiver based on the pilot contaminated channel estimation and a very large but finite number of antennas at the base station. We derive the lower bound on the average post-processing uplink signal to interference-plus-noise ratio (SINR) with individual power assignment between pilot and data transmissions for each user, which facilitates a joint iterative uplink pilot and data power control strategy that minimizes the sum transmit power of all users subject to the per-user SINR and per-user power constraints. The convergence of the proposed algorithm to a unique fixed point optimal solution is discussed for both single- and multi-user scenarios. Numerical results indicate the significance of uplink power control which further improves the energy efficiency in MU-Massive-MIMO systems.

I. INTRODUCTION

The breakthrough work in [1] has stimulated substantial research activities investigating various aspects of multi-user massive multiple-input multiple-output (MU-Massive-MIMO) systems, where hundreds of antennas are deployed at the base station (BS) serving a much smaller number of single-antenna users at the same time-frequency resource. Based on the favorable propagation [2], where any pair of distinct channel vectors to a given BS tends to become orthogonal as the number of BS antennas increases, the results in [1]-[3] have demonstrated that simple linear receivers with infinite number of BS antennas completely eliminate the intra-cell interference and noise. In particular, the linear minimum mean-square-error (MMSE) receiver is proved to be optimal among all linear detectors assuming perfect channel state information (CSI) and Gaussian data symbols, since it maximizes the achievable uplink rate in both single- and multi-cell scenarios [3] [4].

In practice, the CSI is obtained through uplink training under the assumption of time-division duplexing (TDD). Due to the inevitable reuse of pilot sequences among neighboring cells, the so-called pilot contamination [5] has been shown to limit the ultimate performance of the MMSE receiver (as well as other linear detectors) [6] [7]. Nevertheless, the uplink data transmit power of each user can be scaled down inversely proportional to the square-root of the number of BS antennas while maintaining the same performance [3], which leads to a significant energy efficiency.

On the other hand, multi-cell uplink power control has been illustrated to largely improve the energy efficiency in conventional MIMO systems [8] [9]. With perfect CSI and multi-cell coordination, the optimal solution of jointly assigning interference-plus-noise ratio (SINR) targets and transmit power can substantially reduce the uplink power consumption [8]; while with imperfect CSI but free of pilot contamination, the authors in [9] have exploited the inter-dependency between pilot and data transmissions to adjust pilot power in the context of existing data power control, such that total power saving is achieved subject to the per-user SINR constraint. However, these advantages of uplink power control have not been addressed in previous massive MIMO work [1]-[7], since equal uplink power allocation among users has always been assumed. Therefore, we are motivated to investigate the potential of uplink pilot and data power control in multi-cell MU-Massive-MIMO systems.

In this paper, the introduced MMSE receiver based on the practical channel estimates with pilot contamination is applied at the BS. In order to minimize the sum pilot and data transmit power of all users under the per-user SINR and per-user power constraints, we first derive the closed-form lower bound on the average uplink SINR (instead of directly computing the average SINR which in general has intractable form [6]) for a very large but finite number of BS antennas, which takes the individual power allocation among different users into account. Based on the lower bound, we then propose a joint iterative pilot and data power control algorithm which embeds the pilot power minimization into a standard data power control process [10]. The existence and uniqueness of the optimal solution are proved for single-user setup, while the convergence in multi-user case is guaranteed by an extra monotone decreasing constraint. Simulation results demonstrate the tightness of the lower bound as well as the large gain of applying multi-cell uplink power control together with massive MIMO technique to further improve the energy efficiency.

II. SYSTEM MODEL

We consider a multi-cell MU-Massive-MIMO system with $L$ cells. Each cell has $K$ single-antenna users and a BS equipped with $M$ ($M \gg K$) antennas. The system operates in TDD mode, and a frequency reuse of one is applied which
allows all users in the system to share the same time-frequency resource while communicating with their own BSs. The $k$-th column vector of flat-fading channel matrix $\mathbf{G}_{li} = \mathbf{H}_{li}^{1/2}$ represents the propagation channel from the $k$-th user in cell $i$ to the BS in cell $l$. In particular, the elements in $\mathbf{H}_{li} \in \mathbb{C}^{M_l \times K}$ are the fast fading coefficients and modelled (under favorable propagation [2]) as independent and identically distributed (i.i.d.) complex Gaussian random variables, i.e. $\mathcal{CN}(0, 1)$, and the diagonal matrix $\mathbf{D}_{li} = \text{diag}\left\{\beta_{li1}, \ldots, \beta_{lik}\right\} \in \mathbb{R}^{K \times K}$ describes the real-valued path-loss and large-scale fading which are assumed to be constant and known as a priori. Unlike the equal power allocation in [1]-[7], the diagonal matrix $\mathbf{P}_{r,i} = \text{diag}\left\{\left[\hat{p}_{ri1}, \ldots, \hat{p}_{riK}\right]\right\} \in \mathbb{R}^{K \times K}$ consists of uplink data transmit power of each user in cell $i$. The transmitted vector $\mathbf{x}_i = [x_{i1}, \ldots, x_{iK}]^T$ contains uplink data symbols from $\mathcal{G}$ users in cell $i$ and $\mathbf{n}_i \sim \mathcal{CN}(0, \mathbf{I}_{M_l})$ is the normalized additive noise vector. Therefore the received data vector at BS $l$ is given as

$$y_l = \sum_{i=1}^{L_l} \mathbf{G}_{li} \mathbf{P}_{r,i}^{1/2} \mathbf{x}_i + \mathbf{n}_i. \quad (1)$$

A. Channel Estimation with Pilot Contamination

At the beginning of each channel coherence interval, the BSs have to estimate the propagation channels of their serving users based on a standard uplink training process before starting the data transmission. The length of the pilot/training sequence $\tau$ should be much smaller than the coherence time, thus it is impossible in practice to orthogonalize pilot sequences to all users in the system. As a compromise, only the orthogonality of pilot sequences assigned to the users within each cell is ensured with $\tau \geq K$, but the same set of pilots is reused among different cells, which leads to the pilot contamination problem [5]. Similar to the uplink data transmission in (1), the received signal of pilot transmission at BS $l$ is given by

$$\mathbf{Y}_{p,l} = \sum_{i=1}^{L_l} \mathbf{G}_{li} \mathbf{P}_{p,i}^{1/2} \mathbf{\Phi}^T + \mathbf{N}_l \quad (2)$$

where $\mathbf{\Phi} \in \mathbb{C}^{T \times K}$ denotes the pilot matrix with orthonormal columns such that $\mathbf{\Phi}^H \mathbf{\Phi} = \mathbf{I}_K$. $\mathbf{P}_{p,i} \in \mathbb{R}^{K \times K}$ is the diagonal pilot transmit power matrix with $\mathbf{P}_{p,i, kk} = \hat{p}_{pi,k}$ assigned to the $k$-th user in cell $i$ and $\mathbf{N}_l$ has i.i.d. $\mathcal{CN}(0, 1)$ elements representing the normalized additive noise during the uplink training. The standard MMSE channel estimate is then given as [11]

$$\hat{\mathbf{G}}_{li} = \mathbf{Y}_{p,l} \mathbf{\Phi}^* \left(\mathbf{I}_K + \sum_{j=1}^{L_l} \mathbf{D}_{lj} \mathbf{P}_{p,j}\right)^{-1} \mathbf{D}_{li} \mathbf{P}_{p,i}^{1/2}. \quad (3)$$

In principal, all cross channel gains $\hat{\mathbf{G}}_{li}$, $\forall i \neq l$ could be estimated at BS $l$ based on the received matrix in (2). However due to the high path-loss of cross channels, this benefit would be limited, hence only the estimation of own channel $\hat{\mathbf{G}}_{il}$ is performed. In addition, it is observed in (3) that the estimate of every channel at BS $l$ is simply a scaled version of the same term $\mathbf{Y}_{p,l} \mathbf{\Phi}^* \left(\mathbf{I}_K + \sum_{j=1}^{L_l} \mathbf{D}_{lj} \mathbf{P}_{p,j}\right)^{-1}$, which is referred to in [5] as the pilot contamination. Thus we have the relation

$$\hat{\mathbf{G}}_{li} = \mathbf{G}_{il} \mathbf{D}_{li} \quad \implies \quad \hat{g}_{ilk} = \left[D_{li}\right]_{kk} \hat{g}_{ilk} \quad (4)$$

where $\mathbf{D}_{li} = \text{diag}\left\{\beta_{lik}^{1/2}, \ldots, \beta_{lik}^{1/2}\right\}$. If we decompose $\hat{\mathbf{G}}_{il} = \mathbf{G}_{il} + \mathbf{G}_{il}$ with $\mathbf{G}_{il}$ denoting the estimation error matrix, from the property of MMSE estimation [11], the channel estimate $\hat{\mathbf{G}}_{il}$ is statistically independent of $\mathbf{G}_{il}$. Therefore, the distributions of the estimated channel vector $\hat{g}_{ilk}$ and error vector $g_{ilk}$ (which are the $k$-th column vectors of $\mathbf{G}_{il}$ and $\mathbf{G}_{il}$ respectively) are given by

$$\hat{g}_{ilk} \sim \mathcal{CN}(0, \sqrt{\delta_{ilk}} \mathbf{I}_{M_l}) \quad (5)$$

$$\hat{g}_{ilk} \sim \mathcal{CN}(0, \sqrt{\epsilon_{ilk}} \mathbf{I}_{M_l}) \quad (6)$$

where $\delta_{ilk} \triangleq \frac{\hat{g}_{ilk} + \sum_{j=1}^{L_l} \hat{p}_{pi,j} \beta_{lijk}}{1 + \hat{p}_{pi,k} \beta_{lijk}}$ and $\epsilon_{ilk} = \beta_{lijk}$. B. Linear MMSE Receiver

The BS in cell $l$ has only the information of estimated channel matrix $\hat{\mathbf{G}}_{il}$ which is treated as the true channel, thus (1) can be rewritten as

$$y_l = \hat{\mathbf{G}}_{il} \mathbf{P}_{r,l}^{1/2} \mathbf{x}_l - \hat{\mathbf{G}}_{il} \mathbf{P}_{r,l}^{1/2} \mathbf{x}_l + \sum_{i \neq l} \sum_{i=1}^{L_l} \hat{\mathbf{G}}_{il} \mathbf{P}_{r,i}^{1/2} \mathbf{x}_i + \mathbf{n}_l. \quad (7)$$

Considering the last three terms in (7) as uncorrelated noise and assuming that the data symbols in $\mathbf{x}_i$ are i.i.d. Gaussian with zero mean and unit variance, the linear MMSE receiver $\hat{\mathbf{A}}_l$ at BS $l$ is given by

$$\hat{\mathbf{A}}_l = \arg \min_{\mathbf{A}_l} \mathbb{E} \left\{ \left\| \mathbf{P}_{r,l}^{1/2} \mathbf{x}_l - \mathbf{A}_l^H y_l \right\|^2 \middle| \hat{\mathbf{G}}_{il} \right\} \quad (8)$$

$$= \left( \hat{\mathbf{G}}_{il} \mathbf{P}_{r,l} + \left( E_{il} + \sum_{j \neq l} B_{lj} + 1 \right) \mathbf{I}_{M_l} \right)^{-1} \hat{\mathbf{G}}_{il} \mathbf{P}_{r,l} \quad (9)$$

where $E_{il} \triangleq \mathbb{E} \left\{ \hat{\mathbf{G}}_{il} \mathbf{P}_{r,l}, \hat{\mathbf{G}}_{il} \right\} = \sum_{k=1}^{K} p_{r,ik} \epsilon_{ilk}$ and $B_{lj} \triangleq \mathbb{E} \left\{ \hat{\mathbf{G}}_{lj} \mathbf{P}_{r,j}, \hat{\mathbf{G}}_{lj} \right\} = \sum_{k=1}^{K} p_{r,jk} \beta_{lijk}$, based on the relation of $\delta_{ilk}$, $\epsilon_{ilk}$ and $\beta_{lijk}$, it is easy to get $\Delta_{li} + E_{il} = B_{li}$ with $\Delta_{li} \triangleq \mathbb{E} \left\{ \hat{\mathbf{G}}_{li} \mathbf{P}_{r,j}, \hat{\mathbf{G}}_{li} \right\} = \sum_{k=1}^{K} p_{r,ik} \beta_{lijk}$, Denoting $\hat{\mathbf{A}}_l \triangleq \sum_{k \neq l} \hat{\mathbf{G}}_{lk} \mathbf{I}_{M_l} + \sum_{k=1}^{K} \sum_{i=1}^{L_l} \epsilon_{ilk} + \sum_{k \neq l} \sum_{i=1}^{L_l} \Delta_{li}$, from Lemma 1 in the Appendix A, the $k$-th column vector of $\hat{\mathbf{A}}_l$ is given as

$$\hat{a}_{ilk} = \frac{p_{r,ik} \bar{a}_{ilk} \hat{g}_{ilk}}{1 + p_{r,ik} \bar{a}_{ilk} \hat{g}_{ilk}} \quad (10)$$

III. LOWER BOUND ON AVERAGE UPLINK SINR

In this section, we compute the SINR of the uplink data transmission at BS $l$ applying the introduced linear MMSE receiver under pilot contamination, and derive the lower bound on the average SINR over given (own) channel estimate for large $M$ instead of the mean SINR which in general cannot be used for uplink power control [6]. The post-processing received signal $\tilde{r}_{lk} = \hat{a}_{ilk}^H y_l$ for detecting $x_{lk}$ at BS $l$ is given by

$$\tilde{r}_{lk} = \hat{p}_{r,l}^{1/2} \hat{a}_{ilk} \hat{g}_{ilk} x_{lk} + \hat{a}_{ilk}^H \sum_{k \neq l} \hat{g}_{lk}^{1/2} \mathbf{P}_{r,l}^{1/2} x_{lk} + \hat{a}_{ilk}^H \mathbf{n}_l \quad (11)$$

$$- \hat{a}_{ilk}^H \sum_{i=1}^{L_l} \hat{g}_{ilk}^{1/2} \mathbf{P}_{r,i}^{1/2} x_i + \hat{a}_{ilk}^H \sum_{i \neq l} \hat{g}_{ilk}^{1/2} \mathbf{P}_{r,i}^{1/2} x_i \quad (11)$$
\[ \hat{\theta}_{lk} = \frac{p_{r,l} |\hat{a}^g_{lk} \hat{g}_{lk}|^2}{\sum_{\kappa \neq \ell} p_{r,\kappa} |\hat{a}^g_{\kappa \kappa} \hat{g}_{\kappa \kappa}|^2 + \left( \sum_{i=1}^L E_{li} + 1 \right) \|\hat{a}^h_{lk} \|_2^2 + \sum_{i \neq l} p_{r,i} \left[ D_{l,l} \right]_{kk} |\hat{a}^h_{lk} \hat{g}_{llk}|^2 + \sum_{i \neq l} \sum_{\kappa \neq \ell} p_{r,\kappa} |\hat{a}^h_{\kappa \kappa} \hat{g}_{\kappa \kappa}|^2 } \]  

(11)

where only the first term in (10) is the desired information, while the other terms represent the intra-cell interference, noise, channel estimation error and inter-cell interference respectively. Since \( G_{ll} \) and \( G_{l,i} \) are uncorrelated for all \( i \), \( A_l \) is also uncorrelated with \( G_{l,i} \). As a contrast, the term \( \phi \) in (10) can be decomposed as \( p_{r,l} \hat{a}^g_{lk} x_{lk} + \sum_{\kappa \neq \ell} p_{r,\kappa} \hat{a}^g_{\kappa \kappa} x_{\kappa \kappa} \), which is correlated with \( \hat{a}^g_{lk} \) and \( \hat{g}_{llk} \) because of the given relation in (4). As a result, the post-processing uplink SINR of user \( k \) in cell \( l \) is expressed in (11) shown at the top of the page, which can be used to obtain the ergodic achievable uplink rate by simply computing \( \mathbb{E} \{ \log_2 \left( 1 + \hat{\theta}_{lk} \right) \} \) [6] [7].

**Proposition 1.** In the asymptotic limit where \( M \to \infty \), the deterministic equivalents of the following norms are identical for all \( i \neq l \) and \( \kappa \neq k \):

\[ |\hat{a}^h_{lk} \hat{g}_{lk}|^2 - \delta_{lk} \| \hat{a}^h_{lk} \|_2^2 = 0 \quad \text{a.s.} \to 0 \]  

(12)

\[ \delta_{lk} \| \hat{a}^h_{lk} \|_2^2 = 0 \quad \text{a.s.} \to 0 \]  

(13)

where “\( \text{a.s.} \to 0 \)” denotes almost sure convergence.

**Proof:** See Appendix B.

We apply Proposition 1 where \( |\hat{a}^h_{lk} \hat{g}_{lk}|^2 \approx \delta_{lk} \| \hat{a}^h_{lk} \|_2^2 \) can be assumed for large \( M \) and the identity \( \hat{a}^h_{lk} \hat{g}_{lk} = \sum_{\kappa \neq \ell} p_{r,\kappa} |\hat{a}^h_{\kappa \kappa} \hat{g}_{\kappa \kappa}|^2 + \left( \sum_{i=1}^L E_{li} + \sum_{i \neq l} \Delta_{li} + 1 \right) |\hat{a}^h_{lk}|^2 \) to (11), the average of reciprocal uplink SINR is given as

\[ \mathbb{E} \{ \hat{\theta}_{lk}^{-1} \} \approx p_{r,l}^{-1} \sum_{i \neq l} p_{r,i} \left[ D_{l,i} \right]_{kk} + \mathbb{E} \left\{ \frac{1}{\sum_{i \neq l} p_{r,i} \left[ D_{l,i} \right]_{kk} \hat{a}^{-1}_{lk} \hat{g}_{llk} \} \right\} - \left( p_{r,l}^{-1} \left[ \sum_{i \neq l} p_{r,i} \delta_{lk} \right] \mathbb{E} \left\{ \frac{1}{\| \hat{g}_{llk} \|_2^2} \right\} . \]  

(14)

(15)

Furthermore, Jensen’s inequality on the convex function \( 1/x \) (\( \forall x > 0 \)) leads to

\[ \hat{\theta}_{lb,ik} \triangleq \left( \mathbb{E} \{ \hat{\theta}_{lk}^{-1} \} \right)^{-1} \leq \mathbb{E} \{ \hat{\theta}_{lk} \} \]  

(16)

where \( \hat{\theta}_{lb,ik} \) is the lower bound on the average uplink SINR (over given \( \hat{g}_{llk} \)) of user \( k \) in cell \( l \). In the following we compute two expectations marked as i and ii in (14) separately.

i) We denote \( z_k \triangleq p_{r,lk} \hat{a}^{-1}_{lk} \hat{g}_{llk} \). Following the same manipulations as in [4], we have

\[ z_k = \left( \left( I_k + \frac{D_{l,i}^{1/2} G_{ll}^{1/2} G_{l,i}^{1/2} \left( E_{li} + \sum_{i \neq l} B_{li} + 1 \right)}{\sum_{i \neq l} p_{r,i} \left[ D_{l,i} \right]_{kk}} \right)^{-1} \right)_{kk} \]  

(17)

As discussed in [12], \( z_k \) can be modelled as a Gamma distribution with the probability density function \( p_z(z) = \frac{z^{\alpha_k - 1} e^{-z/\kappa}}{(\alpha_k - 1)!} \), in which the shape parameter \( \alpha_k \) and scale parameter \( \vartheta_k \) are given as

\[ \alpha_k = \frac{(M-K+1+(K-1)\mu)^2}{M-K+1+(K-1)\mu} \]  

\[ \vartheta_k = \frac{(M-K+1+(K-1)\mu)^2}{M-K+1+(K-1)\mu} \]  

(18)

With each row vector of \( \sqrt{p_{r,i}} G_{ll}^{1/2} \sim \mathcal{CN}(0, R_i) \), \( \rho \triangleq \frac{1}{E_{li} + \sum_{i \neq l} B_{li} + 1} \) and \( R_i = \rho \sum_{i \neq l} p_{r,i} \left[ D_{l,i} \right]_{kk} \), we define \( \Lambda_k \triangleq \left( R_i^{-1} \right)_{kk} \) and \( \zeta_k \triangleq \left( 1 - \frac{K-1}{M} + \frac{K-1}{M} \mu \right) \nu_{lk} + 1 \), in which \( \nu_{lk} \) (\( klk \neq k \)) is the \( k \)-th eigenvalue of \( R_i \). The parameters \( \mu \) and \( \sigma^2 \) in (17) are determined by solving the following equations

\[ \frac{1}{z_k} = \int_0^\infty \frac{1}{z} p_z(z) \, dz = \frac{1}{(\alpha_k - 1)} \vartheta_k . \]  

(19)

Therefore the mean value of \( 1/z_k \) is computed as

\[ \mathbb{E} \left\{ \frac{1}{z_k} \right\} = \int_0^\infty \frac{1}{z} p_z(z) \, dz = \frac{1}{(\alpha_k - 1)} \vartheta_k . \]  

(20)

Substituting (17) into (19), we obtain for large \( M \)

\[ \mathbb{E} \left\{ \frac{1}{z_k} \right\} = \frac{1}{p_{r,lk} \hat{a}^{-1}_{lk} \hat{g}_{llk} \} \right\} . \]  

(21)

Inserting (20), (21) in (14) and using (15), we finally obtain the lower bound on the average uplink SINR for large \( M \) as

\[ \hat{\theta}_{lb,ik} = \frac{M p_{r,ik} \hat{a}^{-1}_{lk} \hat{g}_{llk} \} \right\} . \]  

(22)

**Remark 1.** The closed-form lower bound in (22) is applicable in general scenarios with random user locations while the deterministic equivalent SINR obtained in [6] has a tractable form only in specific setups, e.g. in the Wyner-type model with the same path-loss for all interfering users.

**Remark 2.** In the asymptotic limit as \( M \to \infty \), the ultimate SINR of the \( k \)-th user in cell \( l \) converges to \( \frac{p_{r,ik} \hat{a}^{-1}_{lk} \hat{g}_{llk} \} \right\} . \)
the other block matrix is diagonal, and for user \(k\) at BS \(l\) as \(M \to \infty\), which verifies the power-scaling law that the uplink data power of each user can be reduced proportional to \(\sqrt{M}\) without performance degradation [3].

IV. UPLINK PILOT AND DATA POWER CONTROL

In this section, we formulate the multi-cell uplink power control problem and propose an iterative algorithm to find the optimal solution based on the obtained lower bound on the average SINR. As we aim at minimizing the sum transmit power of all users while meeting their pre-defined SINR targets, the optimization problem can be given as

\[
\begin{align*}
\text{minimize} & \quad \sum_{l=1}^{L} \sum_{k=1}^{K} (p_{p,l,k} + p_{r,l,k}) \quad (23) \\
\text{subject to} & \quad \hat{\theta}_{l,k,l} \geq \gamma_{lk} \\
& \quad p_{p,l,k} + p_{r,l,k} \leq p_{lk} \quad \forall (l,k)
\end{align*}
\]

where \(\gamma_{lk}\) and \(p_{lk}\) are the per-user SINR target and per-user transmit power constraint respectively. Since the objective in (23) involves the summation over \(p_{p,l,k}\) and \(p_{r,l,k}\) which appear in the expression of \(\hat{\theta}_{l,k}\) in (22), it is very difficult to find the solution through a direct approach. As a result, we divide the optimization into two consecutive parts: In the part where the sum pilot transmit power \(\sum_{l=1}^{L} \sum_{k=1}^{K} p_{p,l,k}\) is minimized, we assume the data power \(p_{r,l,k}\), \(\forall (l,k)\) is fixed; and vice versa for the other part.

A. Data Transmit Power Control with Fixed Pilot Power

For fixed pilot power, the objective function in (23) reduces to \(\sum_{l=1}^{L} \sum_{k=1}^{K} p_{r,l,k}\) with the per-user SINR constraint being

\[
p_{r,l,k} \geq \frac{\gamma_{lk}}{M \delta_{lk}} \left[ \sum_{i=1}^{L} \sum_{k=1}^{K} p_{r,i,k} \delta_{lik} - \sum_{k=1}^{K} p_{r,l,k} \delta_{lik} \\
+ M \sum_{i=1}^{L} p_{r,i,k} \delta_{lik} + 1 \right],
\]

(24)

By defining \(p_r \triangleq [p_{r,1,1}, \ldots, p_{r,1,K} \ldots, p_{r,L,1}, \ldots, p_{r,L,K}]^T\), the interference function \(I_r(p_r)\) is expressed as

\[
I_r(p_r) = \Psi (C p_r + 1_{KL \times 1})
\]

(25)

where \(C \triangleq B + \Delta\) with \(B\) and \(\Delta\) being block matrices, 

\[
\Psi \triangleq \begin{bmatrix}
\gamma_{11} & \ldots & \gamma_{1K} \\
\ldots & \ldots & \ldots \\
\gamma_{K1} & \ldots & \gamma_{KK}
\end{bmatrix}
\]

is a diagonal matrix and \(1\) denotes a vector whose elements are all \(1\). According to (24), the \(l\)-th on-diagonal submatrix of \(\Delta\) is given as \(\Delta_{l,l} = -1_{K \times 1} \cdot [\delta_{l1}, \ldots, \delta_{lK}]\), where its off-diagonal submatrix has the form \(\Delta_{l,j} = \text{diag} \{ M \cdot [\delta_{l11}, \ldots, \delta_{l1K}] \};\) the other block matrix \(B = [B_1^T, \ldots, B_L^T]^T\) with its submatrix \(B_l = 1_{K \times 1} \cdot [\delta_{l11}, \ldots, \delta_{l1K}, \ldots, \delta_{lK1}, \ldots, \delta_{lK1}]\). Therefore, the per-user SINR requirement in (24) can be rewritten in a vector inequality form

\[
p_r \geq I_r(p_r).
\]

The uplink data transmit power control has a feasible solution \(p_r \geq 0\) fulfilling the per-user SINR constraint in (26) if the maximum eigenvalue of \(\Psi C\) is less than 1, i.e. \(\lambda_{\max}(\Psi C) < 1\) [10]. Moreover, the optimal solution can be obtained directly from \(p_r^* = (I_{KL} - \Psi C)^{-1} \cdot \Psi \cdot 1_{KL \times 1}\), which is a fixed point result as it satisfies \(p_r^* = I_r(p_r^*)\). However, as we consider massive MIMO systems in this paper, we should avoid computing the inverse of a matrix with large dimension. As a result, we apply an iterative method as

\[
p_r(n_r + 1) = I_r(p_r(n_r))
\]

(27)

where \(n_r\) denotes the iteration index. As discussed in [10], if the interference function \(I_r(p_r)\) is standard, the iterative approach in (27) converges for any initial power vector \(p_r(n_r = 0)\) to a unique fixed point which is the optimal solution to the data power control as long as a feasible solution exists. As a result, we prove that \(I_r(p_r)\) in (25) is standard.

Proposition 2. The interference function in (25) is standard for \(p_r \geq 0\), as it satisfies the positivity, monotonicity and scalability.

Proof: \(\Psi\) is a diagonal matrix with positive entries and \(C\) has only positive elements, thus for \(p_r \geq 0\)

- Positivity: \(I_r(p_r) = \Psi (C p_r + 1_{KL \times 1}) > 0\)
- Monotonicity: \(I_r(p_r + p_r') = I_r(p_r) + \Psi C p_r' > I_r(p_r), \forall p_r' > 0\)
- Scalability: \(\alpha I_r(p_r) = \alpha \Psi (C p_r + 1_{KL \times 1}) > \Psi C (\alpha p_r) + \Psi \cdot 1_{KL \times 1} > I_r(\alpha p_r), \forall \alpha > 1\).

B. Pilot Transmit Power Control with Fixed Data Power

For fixed data power, the objective function in (23) becomes \(\sum_{k=1}^{K} \sum_{i=1}^{L} p_{p,i,k}\), and the per-user SINR constraint is

\[
p_{p,l,k} \geq \frac{\gamma_{lk}}{M \delta_{lk} p_{r,l,k}} \left[ \left(1 + \sum_{i=1}^{L} B_{li}\right) \sum_{i=1}^{L} p_{p,i,k} \delta_{lik} - \sum_{k=1}^{K} p_{p,l,k} \delta_{lik} \\
- \left(1 + \sum_{i=1}^{L} p_{p,i,k} \delta_{lik}\right) \sum_{k=1}^{K} p_{r,l,k} p_{p,l,k} \delta_{lik} \\
+ M \sum_{i=1}^{L} p_{r,i,k} p_{p,l,k} \delta_{lik}^2 + \left(1 + \sum_{i=1}^{L} B_{li}\right) \right].
\]

(28)

In contrast to the data power control, the per-user SINR requirement in this case cannot be formulated into a vector inequality due to the term \(\Psi\) in (28), which is non-linear with respect to the pilot power. Nevertheless, we still define \(p_p \triangleq [p_{p,1,1}, \ldots, p_{p,1,K} \ldots, p_{p,L,1}, \ldots, p_{p,L,K}]^T\) and stack accordingly the right-hand side of (28) into the interference vector \(I_p(p_p)\). Similarly we propose an iterative approach for the uplink pilot transmit power control as

\[
p_p(n_p + 1) = I_p(p_p(n_p))
\]

(29)

where \(n_p\) denotes the iteration index. In a special case where there is only one user in each cell, i.e. \(K = 1\), referring to Proposition 2, the interference function \(I_p(p_p)\) is standard, thus the iterative algorithm in (29) results in a unique optimal solution. It is difficult to analytically evaluate the feasibility and convergence of (29) in a multi-user setup due to the interference function being non-linear over \(p_p\), however, an extra requirement can be inserted in each iteration which ensures the monotone decreasing of the output.
C. Joint Iterative Algorithm for Pilot and Data Power Control

The general idea of the joint iterative algorithm is to perform the pilot power control with prior data power output, if the per-user power constraint is currently satisfied. Based on the obtained pilot power allocation, the standard data power control converges to a unique optimal solution which is used as updated input for the subsequent pilot power control. The algorithm is stated below:

Algorithm 1 Joint Pilot and Data Transmit Power Control

1: Initialization:
   Let iteration indices $n = n_p = n_e = 0$; Generate inner loop power vectors $p_i(n_p)$ and $p_i(n_e)$ with an initial pilot and data power allocation; Generate global outer loop power vectors $p_o(n) = p_o(n_p)$ and $p_o(n) = p_o(n_e)$.
2: Start outer loop:
   While $p_{O,ik}(n) + p_{d,ik}(n) \leq p_{UK}(l,k)$
   Let $n = n + 1$;
   Reset $p_o(n_p) = 0$;
   Reset $p_o(n_e) = 0$;
   Reset convergence coefficients $\eta_o = \eta_e = \eta$;
3: Start inner loop for pilot power control:
   While $\eta_p \geq \eta$
   Let $n_p = n_p + 1$;
   Compute $p_o(n_p) = I_p(p_o(n_p - 1))$;
   If $\sum_{l,k} p_{O,ik}(n_p) > \sum_{l,k} p_{d,ik}(n_p - 1)$
   If $n_p = 1$ & $n > 1$
   Return $p_{d,ik}(n - 1)$ and $p_{d,ik}(n - 1)$.
   Else
   Update outer loop vector $p_o(n) = p_o(n_p) - 1$;
   Go to 5;
   Else
   Compute $\eta_p = \max_{l,k} \left[ \frac{|p_{o,ik}(n_p) - p_{d,ik}(n_p - 1)|}{p_{d,ik}(n_p - 1)} \right]$;
4: After inner loop for pilot power control:
   Update outer loop vector $p_o(n) = p_o(n_p)$;
5: Start inner loop for data power control:
   While $\eta_e \geq \eta$
   Let $n_e = n_e + 1$;
   Compute $p_o(n_e) = I_d(p_o(n_e - 1))$ for fixed $p_{o}(n)$;
   Compute $\eta_e = \max_{l,k} \left[ \frac{|p_{o,ik}(n_e) - p_{d,ik}(n_e - 1)|}{p_{d,ik}(n_e - 1)} \right]$;
6: After inner loop for data power control:
   Update outer loop vector $p_o(n) = p_o(n_e)$;

Provided the problem is feasible, Algorithm 1 converges to a unique fixed point optimal solution for any initial power allocation in single-user setup, since each inner loop itself is a fixed point optimization. In contrast, for the multi-user scenario, the constraint $\sum_{l,k} p_{O,ik}(n_p) \leq \sum_{l,k} p_{d,ik}(n_p - 1)$ requires the outcome of each iteration in pilot power control to decrease monotonically; otherwise the smallest result so far from the previous iteration is immediately output to the next inner loop for data power control, where a fixed point optimal result based on the current pilot power allocation is ensured. Therefore, at the end of each outer loop iteration, we have

\[
\begin{align*}
\sum_{l,k} p'_{O,ik}(n) & \leq \sum_{l,k} p'_{d,ik}(n - 1) \\
\sum_{l,k} p'_{d,ik}(n) & \leq \sum_{l,k} p'_{d,ik}(n - 1)
\end{align*}
\]

which proves that the sum power of all users after each outer loop iteration is monotone decreasing and converges since bounded below.

In addition, Algorithm 1 can be reformulated easily in a distributed manner, where each BS performs the algorithm in turn based on the local information and decides the power allocation of its own users. However, due to space limitation, we omit the extension here.

V. Numerical Results

We consider a MU-Massive-MIMO system consisting of $L = 3$ hexagonal cells which have a radius of 1000 meters. Each BS located in the cell center serves $K = 5$ users at the same time-frequency resource. All users are distributed uniformly inside the cell and have at least a distance of 100 meters away from the BS. The path-loss exponent is selected to be 4 and the large-scale fading is modelled as a zero mean log-normal distribution with a standard deviation of 8 dB. Throughout the simulations in this section, normalized additive Gaussian noise with variance of 1 is assumed; the same target SINR and power allowed for uplink transmission are applied for all users in the system, i.e. $\gamma_{lk} = \gamma$, $p_{lk} = p = 200$ mW, $\forall(l,k)$; referring to [9], around 1/6 of the transmit power is assigned initially to the uplink training\(^1\).

\[^1\]The sum power of all users is $10 \log_{10} (K \times L \times p) = 34.8$ dBm and the initial sum pilot power is $10 \log_{10} (K \times L \times \frac{1}{4}p) = 27$ dBm.

\[^2\]One realization of user placement is chosen where the path-loss and large-scale fading matrices are given as

\[
\begin{align*}
D_{11} & = \text{diag} \{0.8227, 0.3011, 0.1197, 0.0566, 0.0301\} \\
D_{12} & = 10^{-4} \times \text{diag} \{0.1019, 0.1223, 0.0952, 0.0718, 0.1176\} \\
D_{13} & = 10^{-4} \times \text{diag} \{0.1299, 0.0908, 0.0767, 0.0952, 0.0732\} \\
D_{21} & = 10^{-4} \times \text{diag} \{0.1046, 0.1481, 0.1386, 0.0784, 0.1647\} \\
D_{22} & = \text{diag} \{0.6830, 0.3501, 0.1526, 0.0767, 0.0357\} \\
D_{23} & = 10^{-4} \times \text{diag} \{0.1343, 0.1148, 0.0955, 0.1133, 0.1901\} \\
D_{31} & = 10^{-4} \times \text{diag} \{0.1321, 0.1601, 0.1603, 0.0834, 0.0681\} \\
D_{32} & = 10^{-4} \times \text{diag} \{0.1475, 0.1619, 0.1013, 0.0696, 0.1027\} \\
D_{33} & = \text{diag} \{0.4823, 0.0953, 0.0625, 0.0468, 0.0264\}
\end{align*}
\]

Fig. 1. Lower bound on average SINR over $10^5$ channel realizations.

In Fig. 1 we depict the tightness of the lower bound on the average uplink SINR for all users in the 1-st cell based on a chosen user placement\(^2\). Without loss of generality, equal pilot and data power allocation among users is applied, i.e. $p_{P,lk} = \frac{1}{4}p$ and $p_{D,lk} = \frac{1}{4}p$, $\forall(l,k)$. Numerical results demonstrate that
the lower bound for all users is very tight even for a moderate number of BS antennas. Moreover, as $M$ grows, the SINRs start to saturate due to the pilot contamination which is in accordance with the discussions in Section III.

Next we illustrate the performance of the proposed joint iterative power control based on the previous user placement and initial power. In the upper part of Fig. 2, e.g. for $M = 100$, the optimal assigned sum pilot power is larger than the sum data power except for very low target SINRs, which coincides with the fact that only data transmission takes advantage of massive BS antennas (i.e. power-scaling law), while uplink training does not, since it is performed on a per-receive antenna basis [3]. Due to the same reason, for $\gamma$ up to 10.7 dB, the obtained data power allocation leads to a sum data power varying from 12.6 to 17.4 dBm as the pursued SINR rises, which is much smaller than the increment from 11.4 to 27 dBm in sum pilot power. In contrast, in the high target SINR region with $\gamma \geq 10.7$ dB, the inner loop for pilot power control is terminated by the monotone decreasing constraint only after 1 iteration, because the pilot contamination confines the impact of pilot power control. As a result, the joint algorithm reduces to a simple data power control with fixed (initial) pilot power. On the other hand, as $M$ grows, the lower limit of high target SINR region also increases, which extends the region where power saving can be obtained through joint power control. In addition, as depicted in both parts of Fig. 2, the joint algorithm becomes infeasible when the target SINR is above a certain value, e.g. 15 dB for $M = 100$, due to the per-user power constraint. However, as $M$ becomes large, this upper limit increases as well, which reflects the potential of combining the joint uplink power control with massive MIMO technique to attain a higher SINR target with less sum transmit power, hence improve the energy efficiency.

It is obvious that a power saving up to 95% can be achieved with joint algorithm in low target SINR region. The advantage disappears however when the target SINR exceeds the lower limit of high SINR region. It is especially worth noting that the benefit of deploying a large number of BS antennas tends to become marginal as $M$ keeps growing, since the ultimate SINR performance is exclusively limited by the pilot contamination and transmit power control.

Moreover, as shown in Fig. 3, we demonstrate the advantage in power saving of the proposed joint algorithm comparing to a simple data power control where the pilot power allocation is fixed to the initial value as in the joint algorithm, i.e. $\frac{1}{M}p$ for all users. Here the y-axis represents $\sum_{l,k} \left( \frac{1}{M} p + p_{r,l,k}^{(dpc)} \right) - \sum_{l,k} \left( \frac{1}{M} p + p_{r,l,k}^{(dpc)} \right) \cdot 100$, where $p_{r,l,k}^{(dpc)}$ stands for the obtained data power after simple data power control.

Finally we evaluate the infeasibility of the joint algorithm which is caused by either the per-user power constraint or the unattainable per-user SINR target. The latter is checked based on the obtained pilot power prior to the data power control to avoid unnecessary computations if the SINR target is infeasible. The results in the upper part of Fig. 4 verify that the significant infeasibility ($> 20\%$) first occurs due to the per-user power limit. However as the target SINR increases, it tends to be simply unachievable with the joint power control, thus $\lambda_{\max}(\Psi_{C}) \geq 1$ starts to become the dominant cause of infeasibility. In particular, the overall probability in the lower part of Fig. 4 has a decreasing behavior (e.g. around 10 dB for $M = 100$) due to the fact that the joint algorithm reduces to a simple data power control. Although the joint power control has a large gain in power saving, the inner loop of pilot power control may result in a case where some of the cell edge
users are infeasible to attain the target SINR, which can be however achieved at the expense of higher sum transmit power, if only the data power control with fixed initial pilot power is applied. Besides, Fig. 4 also illustrates that by deploying a larger number of BS antennas the achievable target SINR is increased, e.g. 3 dB gain from 100 to 200 BS antennas.

VI. CONCLUSION

In this paper we investigated the significance of uplink power control for energy-efficient communications in multi-cell MU-Massive-MIMO systems. The main contributions are twofold: i) The closed-form lower bound on the average uplink SINR with linear MMSE receiver has been derived, which is applicable with random user placement and takes the pilot contamination as well as the individual pilot and data power assignment of each user into account; ii) a joint iterative pilot and data power control has been proposed, which targets at minimizing the sum transmit power of all users while satisfying the per-user SINR and per-user power constraints. The existence of a unique fixed point optimal solution is satisfying the per-user SINR and per-user power constraints. At minimizing the sum transmit power of all users while satisfying the per-user SINR and per-user power constraints.

APPENDIX A

USEFUL LEMMAS

Lemma 1. Let $A \in \mathbb{C}^{M \times M}$ be Hermitian and invertible. For any vector $x \in \mathbb{C}^{M \times 1}$ and any scalar $c \in \mathbb{C}$ such that $A + cxx^H$ is invertible, Matrix Inversion Lemma yields

$$x^H (A + cxx^H)^{-1} = \frac{x^H A^{-1}}{1 + cx^H A^{-1} x}. \quad (31)$$

Lemma 2. Consider $A \in \mathbb{C}^{M \times M}$ with uniformly bounded spectral norm (with respect to $M$) and $x \in \mathbb{C}^{M \times 1}$ where $x \sim \mathcal{CN}(0, \mathbf{R}_x)$. Then, for $x$ being independent of $A$.

$$\frac{1}{M} x^H A x - \frac{1}{M} \text{tr} \{A \mathbf{R}_x\} \xrightarrow{a.s.} 0. \quad (32)$$

APPENDIX B

PROOF OF PROPOSITION 1

Starting with (13) and denoting $a_M \sim b_M$ as equivalent to $a_M - b_M \xrightarrow{a.s.} 0$ for two infinite sequences $a_M$ and $b_M$, Lemma 2 and (9) lead directly to

$$\delta_{lik} \| a_{lik}^H \|^2 \leq \frac{\delta_{lik} g_{lik}^H \hat{A}_{lik}^{-2} g_{lik}}{(p_{r,lik} + g_{lik}^H \hat{A}_{lik}^{-1} g_{lik})^2} \leq \frac{\delta_{lik} \delta_{lik} \text{tr} \{ \hat{A}_{lik}^{-2} \}}{(p_{r,lik} + \delta_{lik} \text{tr} \{ \hat{A}_{lik}^{-1} \})^2}. \quad (33)$$

Next we proceed to $\| a_{lik}^H g_{lik} \|^2$. For all $i \neq l$ and $k \neq l$, Lemma 2 and (9) yield

$$|a_{lik}^H g_{lik}|^2 \leq \frac{g_{lik}^H \hat{A}_{lik}^{-1} (\delta_{lik} I_M) \hat{A}_{lik}^{-1} g_{lik}}{(p_{r,lik} + \delta_{lik} \text{tr} \{ \hat{A}_{lik}^{-1} \})^2}. \quad (34)$$

where $g_{lik}$ and $\hat{A}_{lik}$ from the numerator in (34) are correlated. As a result, we define a Hermitian invertible matrix $\hat{A}_{lik} \triangleq \hat{A}_{lik} - p_{r,lik} g_{lik}^H g_{lik}$, which is uncorrelated with $g_{lik}$, and reformulate the numerator as

$$\delta_{lik} g_{lik}^H \hat{A}_{lik}^{-2} g_{lik} \xrightarrow{(a)} \delta_{lik} g_{lik}^H \left( \frac{\hat{A}_{lik}^{-1}}{1 + p_{r,lik} g_{lik}^H \hat{A}_{lik}^{-1} g_{lik}} \right) g_{lik} \xrightarrow{(b)} \delta_{lik} \delta_{lik} \text{tr} \{ \hat{A}_{lik}^{-2} \} \leq \delta_{lik} \delta_{lik} \text{tr} \{ \hat{A}_{lik}^{-1} \} \xrightarrow{(c)} \text{tr} \{ \hat{A}_{lik}^{-2} \} \leq \frac{\text{tr} \{ \hat{A}_{lik}^{-2} \}}{(1 + p_{r,lik} g_{lik}^H \hat{A}_{lik}^{-1} g_{lik})^2}. \quad (35)$$

where (a) is obtained according to Lemma 1, (b) follows from Lemma 2, and (c) is due to the fact that $\text{tr} \{ \hat{A}_{lik}^{-2} \} \leq \frac{\text{tr} \{ \hat{A}_{lik}^{-2} \}}{(1 + p_{r,lik} g_{lik}^H \hat{A}_{lik}^{-1} g_{lik})^2}$. Substituting (35) into (34), we hence complete the proof.
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