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Abstract—The huge increase in the number of small cells as well as their unplanned deployment has increased the need for identification of schemes for their coordination. Up to now several grouping schemes have been proposed for the coordination of the femtocells mainly linked to specific network problems, such as load balancing, interference coordination, power control etc. In general, these solutions are problem and topology specific and have benefits for the network and the user in specific deployments. In terms of this paper we propose a revolutionary approach for the femtocell grouping problem; we use clustering algorithms coming from data mining, sensor networks, and graph theory for grouping femtocells. We evaluate these mechanisms against their ability to form clusters in a realistic environment and come up with a quantity and quality analysis of their applicability in 5G networks.
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I. INTRODUCTION

Traffic analysis the past years indicates that both wireless traffic and number of connected devices will increase significantly over the past years. More specifically, the traffic will have increased 10 times from 2011 to 2015 [1], whereas the number of connected devices will increase to 100 billions including computers, sensors and actuators, residential applications etc. [2].

3GPP has timely identified the significant traffic volume increase and the augmented users’ demands, and draw three directions for covering their needs. These directions are related to improvement of spectral efficiency, the exploitation of the unused spectrum, and the extra layering. The first two directions are related to Coordinated Multiple Point (CoMP) transmission using sophisticated MIMO techniques and cooperation among spectrum license holders for dynamic spectrum usage respectively. The third one is related to the addition of extra layers, via installation of small cells such as micro, pico, and femto cells. The uncontrolled installation and proliferation of small cells is responsible for several issues that often occur in such networks, like uncontrolled interference, waste of energy, and resources in general, etc.; this implies that the coordination of the small cells is required. Several coordination schemes have been proposed in the literature either centralized ones or decentralized ones [3]. All the schemes however assume the presence of grouping algorithm at least for the identification of the neighborhoods, where the configuration actions will take place. The research community has proposed various grouping schemes; the grouping is referred as clustering.

Several nodes’ clustering techniques have been proposed in the literature focusing on diverse objectives; the node clustering schemes may be focusing on formation of clusters for load balancing and interference mitigation, emergency communication links to backhaul, knowledge distribution etc. (e.g., [8][9][15]). On the other hand, the idea of grouping of observations is related to the identification of the similarities among observations, and the visualization of these similarities; which has been largely studied in data mining application area and graph theory. In this paper we are following an evolutionary approach. We suggest using algorithms from several scientific application areas, namely data mining, sensor networks, and graph theory algorithms, for clustering of LTE small cells. The small cells’ clustering is based on simple connectivity measurements and on link quality measurements related to how well a node senses its neighboring ones.

The rest of this paper is organized as follows: Section II presents state of the art algorithms related to small cells clustering; Section III presents the selected algorithms and their key characteristics whereas Section IV provides a qualitative and a quantitative analysis of the selected algorithms in future ultra-dense environment. Section V concludes the findings of this paper.

II. RELATED WORK

As described above, the clustering as a functionality has attracted the interest of the research community; several schemes related to resource allocation and efficient network have been assuming clustering schemes that enable them to disseminate information, enforce actions or even make decisions related to interference management [8], mobility management and handovers [15] or even control actions (such as synchronization [9]).

Regarding the clustering functionality in wireless networks, the clustering proposals try to exploit the connectivity measurements among the nodes and end-up to problem specific solutions. In [10] the authors focus on the vast deployment of femtocells while taking into account quality of service (QoS) requirements; each Femtocell Access Point (FAP) calculates the number of interfering femtocells (called interference degree) and transmits this information to its direct neighbors. The FAP with the highest interference degree becomes Clust-
Head (CH) while the rest of the FAPs become Cluster-Member (CM). In [11] the authors propose femtocells’ clustering for the efficient resource allocation inside each cluster based on a Semi-Definite Programming (SDP) algorithm that examines the channel gain among FAPs when grouped in the same cluster. This process is executed by the femto gateway (FGW), which is responsible to calculate the optimal cluster assignment and this information is sent to the femtocells through wired backhaul; the CH election is also executed at the FGW. In [12] the authors perform femtocell clustering for energy savings while maintaining a certain Quality of Service. The main clustering formation criteria are the femtocell distribution density and the RSRP; each base station calculates its local weight based on the neighbors RSRPs. The solution is similar to ad-hoc networks’ schemes and the procedure is repeated until all nodes are either FBS Leaders (FLs) or FBS Members (FMs).

In [14] and [16] the authors propose clustering for handling interference. In the first scheme the clusters are one hop formations and the CH is the most interfering node. In the [16] they provide an interference graph for grouping the nodes; the nodes that interfere the most form a cluster.

Finally, in [13] the concepts of Physical Cluster and Virtual Cluster are being introduced in order to collaboratively allocate resources among multiple femtocells. The Physical Cluster formation is based on the spatial correlation between any two femtocells and femtocells are grouped into the same cluster if their location is within a threshold with respect to a threshold distance. On the other hand Virtual Clusters contain nodes using the same channel but in different locations.

## III. PROPOSED SCHEME

The previous section described state of the art mechanisms for clustering of nodes. The initial rational for clustering, comes from the need for identification of the similarities among observations, and the visualization of these similarities; which ended up to data mining clustering techniques. Inspired by these approaches other scientific areas attempted to identify similarities among observations (or vectors) no matter what they represent, for the minimization of the communication cost, the extraction of hierarchies and specific roles, etc. The examination of a variety of clustering algorithms from different scientific fields and the selection of the most suitable per case will enable the capturing of the most important objective(s) of the application field (e.g., minimization of energy/power consumption, reliability, etc.). A generic categorization of clustering schemes could be considered the following:

- **Data Mining clustering schemes**: the algorithms comprising this family have as main target the grouping of data objects into groups with similar objects; the grouping results in the extraction of useful observations.

- **Sensor – Ad hoc networks**: the algorithms of this family concern the grouping of nodes for minimization of communication cost, information fusion, and identification of specific roles in the cluster. Also the exploitation of local information may be available; thus no global knowledge is required for the clustering of nodes.

- **Graph theory based schemes**: in such schemes the similarities among the observations are weighted links; attributes from graph theory are used in order to group entities based on their connections into similar groups. Such schemes are in general used in biomedicine.

Each category focuses on grouping entities based on the similarities that can be found. This distinction among clustering algorithms is based on the application field of each mechanism. The following sub-sections provide a brief description of some of the most representative algorithms of each category.

### A. Data Mining Algorithms

The analysis of huge amount of data has led to the need for the development of clustering schemes. As mentioned afore, the algorithms of this family target to the grouping of data objects into similar groups so as to extract meaningful sets of objects. Typically, these objects are database entries describing key features of the set member; the clustering procedure is executed simultaneously on the entire dataset. Depending on the algorithm, the clustering process has variable time constraints and cluster assignments. The procedure may lead to clusters’ formation, hierarchies of clusters, etc. Typical examples of algorithms of this field are the k-Means and Hierarchical clustering that are being analyzed in the following paragraphs.

1) **k-Means**

The k-Means algorithm is a well-known partitioning method 0. Such methods partition n objects into k partitions (k ≤ n). Each partition represents a cluster and the clusters are formed so as to optimize a similarity function (e.g., distance). Respectively, k-Means takes as input the parameter k and partitions a set of n objects into k clusters having as objective high intra-cluster similarity and low inter-cluster similarity.

Initially, k objects are selected and they represent a cluster center. All other objects are associated with the cluster to which it is the most similar based on the distance between the current center and the object. After the partitioning, the new centers of the clusters are computed (each center is not necessarily an object). All objects re-associate themselves with the new centers. This procedure is repeated until the computed cluster centers remain the same and so the cluster assignments of objects are permanent.

k-Means is a centralized algorithm with its main application being in data analysis. It comprises a simple approach for cluster formation. The partitioning scheme is produced in a fast and at the same time fine-grained way, even for a large number of objects. The main drawbacks of the algorithm are found on the random selection of the initial cluster centers and its dependency on the number of clusters as an input parameter. Finally, the output partitions are in the form of hyper-spheres which may not always result to the best partitioning.

2) **Hierarchical clustering**

Hierarchical methods group objects into a tree of clusters 0. This structure consists of levels of hierarchy. The tree is
Hierarchical divisive clustering has as input n objects and groups them in the same cluster. In each iteration a cluster is split based on the criteria set (e.g., the cluster from which will emerge two clusters with the least similarity between them). Gradually, smaller clusters are formed and the algorithm finishes either when all objects belong to single-object clusters or when certain termination condition is satisfied (e.g., number of clusters, minimum distance threshold between clusters). At high levels of hierarchy the split decision is difficult due to the comparison of all the objects. As a result this approach has rarely been applied.

Hierarchical agglomerative clustering is the complete opposite process. To begin with, each object forms a single-object cluster. The algorithm continues by merging two clusters with the highest similarity at each step (e.g., choose two clusters with the smallest distance between them). This process is repeated until all objects belong to the same group or until certain criteria are met (e.g., number of cluster, maximum distance threshold between clusters). Unlike divisive method, agglomerative clustering is greatly applied and lots of variations have been developed. Their diversification resides in their definition of between-cluster similarity.

B. Sensor - Ad hoc networks Algorithms

The deployment of sensors in many application areas is a common practice for information gathering. This implies that there is need for information gathering and fusion in an efficient manner (i.e., computational and communication cost). In such decentralized schemes, the focus is paid in the formation of clusters using partial knowledge of the network (e.g., one-hop away connectivity) and focusing on the efficiency of the approach. The main roles in the majority of these algorithms are:

- Cluster-Head (CH): is responsible for gathering and transmitting the information acquired from all nodes belonging to the same cluster, as well as the discovery of routes to the core network.
- Cluster-Member (CM): periodically sends information to the CH and acts as intermediate for routing purposes.

Apart from sensors, such algorithms are also applied to ad-hoc topologies with mobile nodes. Nodes’ mobility imposes the need for cluster maintenance phase is introduced for adapting the clusters’ structure. The studied mechanism that will be presented is 3-hop between adjacent CHs (3hBAC) [5]. 3-hop between adjacent cluster-heads (3hBAC) algorithm focuses on grouping nodes into small groups of radius up to 2 hops, while limiting the number of clusters produced and keeping the network structure as stable as possible. Throughout the maintenance phase excessive formation of small clusters is avoided. The cluster formation phase of the algorithm is as follows:

- at the beginning all nodes exchange with their direct neighbors their degree (i.e., the number of nodes they sense),
- for the member role assignment, every node has a Head-Priority (HP) attribute,
- one random node (without defined state) checks if its degree is higher than the degree of all its neighbors. The elected node becomes CH, and all the neighboring nodes (2-hop away radius) are being restricted from becoming CHs.

The previous process takes place until all nodes have been either CHs or CMs. A special type of CM may occur that of nodes that are two hops away from CHs and are not able becoming CHs on their own. Similar procedure takes place when two clusters may be merged due to nodes’ mobility.

C. Graph Theory approaches

The graph-based clustering methods take advantage of the graph’s structure and properties so as to create partitions with certain conditions satisfied such as intra-cluster connectivity, minimum cluster diameter, etc. Each observation is linked with the rest of the observations with a weight. Such weight captures the similarity between two observations; the entire set of entities can then be modeled as a directed weighted graph. The aforementioned modeling is used in biomedicine where there is a need for using analytical methodology for the analysis and exploitation of the information contained in genes. The formed groups consist of observations with probable transactions among them and improbable ones among observations from different clusters. The base example for this family of clustering algorithms is Markov Clustering, which profits of the graph’s structure and produces clusters with high internal similarity.

Markov Clustering partitions a graph by simulating multiple random walks inside the graph [6]. The main idea resides in the fact that by randomly visiting nodes, the number of times strongly connected nodes are visited is much higher than nodes with weak paths between them.

The first action is to create the graph’s adjacency matrix. Regarding the importance and cost of paths (i.e., edge weight) both weighted and un-weighted matrices are acceptable and regarding the direction of connections among nodes, the input matrix can be either directed or undirected. Thereafter, a column-stochastic probability matrix M is calculated and a two-step repeated procedure is initiated. The conclusion of this process results to a probabilistic transition matrix whose every column represents a cluster.

This algorithm includes optional steps. Before initiating the two-steps repeated procedure, self-loops with magnitude m may be added to every node. This option strengthens the connection between neighbors with many paths connecting them. One more option, during the inflation step, is pruning of values smaller than a threshold t and it is executed before rescaling and after raising all elements to power r. Some transitions are improbable due to small values. This can be seen as two nodes that do not belong in the same cluster. As a result, the value can be set to zero and the magnitude of this link is distributed proportionally to all other probable links. This way, the algorithm converges faster to a steady state.
IV. CLUSTERING ALGORITHMS’ EVALUATION

A. Quantitative Comparative Analysis

The presented algorithms have been evaluated in a typical multi-floor environment, with several rooms. This environment could comprise an office environment, a university building, or even a shopping mall. At each room we assume that a femto BS is located in a random location.

<table>
<thead>
<tr>
<th>Simulation Parameters overview</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of floors</td>
<td>3</td>
</tr>
<tr>
<td>Number of rooms per floor</td>
<td>20</td>
</tr>
<tr>
<td>Number of HeNBs per room</td>
<td>1</td>
</tr>
<tr>
<td>Transmit power</td>
<td>23.0 dBm</td>
</tr>
<tr>
<td>Simulation time</td>
<td>60 s</td>
</tr>
<tr>
<td>Simulation time unit</td>
<td>0.1 s</td>
</tr>
</tbody>
</table>

**Table 1 - Simulation Parameters**

The objective of the proposed analysis is to group the femto BS in a concise manner for enabling their cooperation. Such cooperation could be related to their cooperation for power control and energy efficiency, interference mitigation/compensation, or even load balancing among the BS. For the evaluation of the consistency of the clusters of each approach we have used the modularity metric. Modularity measuring the quality of the formed clusters, i.e. the division of a network into communities [7], which can be expressed by the following equation:

$$Q = \frac{1}{2L} \sum_{ij} (A_{ij} - \frac{deg_i \cdot deg_j}{2L}) \delta(c_i, c_j) = \sum_{c=1}^{C} \left( \frac{l_c - \left( \frac{deg_c}{2L} \right)^2}{L} \right)$$  (1)

where $A_{ij}$ is the number of edges between nodes $i,j$; $C$ represents the number of clusters; $l_c$ is the total number of edges joining nodes of cluster $c$; $deg_c$ is the sum of the degrees of the nodes of $c$; $L$ denotes the number of edges of the network and $\delta(x,y) = 1$ when both $x$ and $y$ belong to the same cluster, otherwise $\delta(x,y) = 0$.

The modularity of a partition is a scalar value between $-1$ and $1$ that measures the density of links inside communities as compared to links between communities.

Figure 1 presents the top view of all the three floors of the simulation environment. The different colors capture the positioning of each femto BS in each floor, black for the first, yellow for the second and red for the third. The femtocells have been placed in a random position, one in each room.

Assuming only the femtocells simple connectivity links among the nodes at sensitivity levels of the wireless cards of the nodes (i.e., -$120$ dB) all femtocells end up to a single cluster in all four methods. This occurs because all femtocells in the building sense each other. This implies that for each specific problem, we should propose different sensitivity levels, depending on the problem that is being addressed. Additionally, we should consider weights in each link; the RSRP measurements are used for this purpose, capturing how strongly a femtocell hears its neighbors.

Figure 2 presents the formed clusters considering femtocells that are strongly sensed by each other. We assume as links among the femtocells, cells that are sensed with RSRP above of -$80$ dB. This linking is suitable for interference mitigation and/or coordination because we link femtocells that are highly affecting each other. Figure 3 presents a similar analysis with considered connections of -$90$ dB and above; such linking is more suitable for RRM problems (i.e., handovers, load balancing, power control etc.). These two clustering outputs were chosen based on the distinct and at the same time different outputs they produced. Network’s representation on figure 3 differs due to high nodes’ connectivity.

**Table 2 - Simulation Analysis**

<table>
<thead>
<tr>
<th>Sensitivity Threshold</th>
<th>Algorithm family</th>
<th>Algorithm</th>
<th>No Clusters</th>
<th>Modularity</th>
</tr>
</thead>
<tbody>
<tr>
<td>-80dB</td>
<td>Data mining</td>
<td>k-Means</td>
<td>4</td>
<td>0.497</td>
</tr>
<tr>
<td></td>
<td></td>
<td>HAC</td>
<td>4</td>
<td>0.476</td>
</tr>
<tr>
<td></td>
<td>Sensor</td>
<td>3hBAC</td>
<td>7</td>
<td>0.432</td>
</tr>
<tr>
<td></td>
<td>Graph theory</td>
<td>MCL</td>
<td>6</td>
<td>0.172</td>
</tr>
<tr>
<td></td>
<td>Data mining</td>
<td>k-Means</td>
<td>3</td>
<td>0.216</td>
</tr>
<tr>
<td></td>
<td></td>
<td>HAC</td>
<td>3</td>
<td>0.185</td>
</tr>
<tr>
<td></td>
<td>Sensor</td>
<td>3hBAC</td>
<td>2</td>
<td>0.273</td>
</tr>
<tr>
<td></td>
<td>Graph theory</td>
<td>MCL</td>
<td>2</td>
<td>0.267</td>
</tr>
</tbody>
</table>
denser network environments the sensor and graph theory schemes outperform the data mining ones.

B. Qualitative Comparative Analysis

Based on the analysis of the algorithms of the previous section we have ended up with a set of conclusions regarding the problems that could be addressed with the considered solutions.

Table 3 summarizes our findings related to the applicability of the studied algorithms with regards to three main aspects, namely whether mobility during setup supported, the algorithms’ (intuitive) complexity, and the required information. More specifically, we should highlight that only the sensor algorithms (i.e., 3hBAC) handle light mobility during the setup, whereas the core algorithms of the other categories do not support integration of new nodes during or after the setup of clusters. Derivatives of the data mining and graph theory algorithms have maintenance phase which enables the incorporation of new nodes after the cluster setup. In terms of the required calculations, the 3hBAC algorithm is the simplest among all the algorithms of the experimentation, whereas the data mining algorithms (k-Means, HAC) have moderate complexity and the graph one (MCL) is even more complex. The computational comparison among data mining algorithms and algorithms from graph theory derives from the fact that both require global knowledge (i.e., vector distance calculation and matrix multiplication).

<table>
<thead>
<tr>
<th>Algorithm Family</th>
<th>Algorithm</th>
<th>Mobility during setup</th>
<th>Complexity</th>
<th>Information required</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data mining algorithms</td>
<td>k-Means</td>
<td>Not supported</td>
<td>Moderate</td>
<td>Global</td>
</tr>
<tr>
<td></td>
<td>HAC</td>
<td>Not supported</td>
<td>Moderate</td>
<td>Global</td>
</tr>
<tr>
<td>Sensor algorithms</td>
<td>3hBAC</td>
<td>Light mobility supported</td>
<td>Simple</td>
<td>Local</td>
</tr>
<tr>
<td>Graph theory algorithms</td>
<td>MCL</td>
<td>Not Supported</td>
<td>Complex</td>
<td>Global</td>
</tr>
</tbody>
</table>

TABLE 3 - QUALITATIVE ANALYSIS OF THE CLUSTERING MECHANISMS

V. CONCLUSION

Clustering schemes in future network environments is a topic that has attracted the interest of the research community the recent years. This is mainly due to the massive deployment of micro, pico, and femto cells. In this paper, we followed a revolutionary approach and we proposed the use of algorithms coming from different research fields to networks. Therefore, we evaluated the application of a variety of clustering algorithms in small cells. In particular, we studied how deployed femtocells in ultra-dense networks should be grouped into concise clusters. The outcome of this experimentation is that all algorithms perform very well in terms of conciseness of the built clusters. Additionally depending on the problem (e.g., interference management, power control, RRM, etc.) we should follow different clustering methodology. The next steps of our work rely on the combination of these algorithms with the previously mentioned problems so as to evaluate their effectiveness on clustered topologies. Furthermore, femtos’ mobility shall be considered given that the introduction of nomadic cells becomes really attractive.
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