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Abstract— In this paper, a precoding scheme for interference 
mitigation based only on local channel state information is 
proposed for downlink multicell multiantenna systems with joint 
transmission. The investigated scheme places interference 
components at the receivers coming from the different 
transmitters in predefined subspaces, so that they are completely 
or approximately cancelled. It is shown how in certain scenarios 
of practical interest this strategy exploits better the available 
degrees-of-freedom in the system, with very little or practically 
no additional coordination effort compared with the related 
results from the literature. 

Keywords— Distributed precoding, joint processing, 
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I.  INTRODUCTION  
In the domain of multicell MIMO systems, it is known that 
inter-cell cooperation under idealistic assumptions can 
significantly improve the system performance [1]. However, 
in such schemes, the requirements for user data and channel 
state information (CSI) sharing over a backhaul network often 
present a limiting factor in practical scenarios [2].  
 
For this reason, in recent years, significant efforts have been 
invested in developing methods which require less information 
exchange over the backhaul links. As limited capacity of the 
backhaul was one of the main problems in the past, one 
approach of interest was to develop schemes which do not 
assume user data sharing, but can cooperate using CSI 
exchange among the base stations. A typical example in this 
direction is coordinated beamforming (CB) [3][4]. However, 
CB and similar systems still demand often information 
exchange among the base stations (BSs) in a very fast manner. 
This makes in practice the deployment of such systems almost 
as challenging as the deployment of full joint processing (JP) 
MIMO systems which utilize both user data and CSI 
exchange, since low latency backhaul must be ensured.  
 
On the other hand, it is expected that ultra-dense, 
heterogeneous deployments will play a prominent role in 
enabling significantly higher data rates in future cellular 
systems. In other words, we are likely to face versatile 
network scenarios both in terms of cell size and the backhaul  

  
Fig. 1. Cooperation in a heterogeneous wireless network. 

 
support.  
 
For backhaul solutions, in recent years there have been 
significant advances in the work on 100 Gb/s optical Ethernet 
[5], passive optical networks (PON) [6], and microwave 
communication [2].  However, the latency introduced by the 
backhaul is still quite high in practice if the cooperating BSs 
must communicate through more aggregation layers in the 
backhaul or even through core network, especially if the 
traffic is not prioritized. Further, low capacity and high latency 
links, such as digital subscriber lines (DSL), are still utilized 
and might remain a preferred choice in some cases for low-
cost small cells in the future. These situations are illustrated in 
Fig. 1, with dashed lines depicting the links for information 
exchange for inter-node cooperation in two exemplary cases.  
 
Regarding latency, one should not forget that in addition to the 
imperfect backhaul, a non-negligible delay is introduced at the 
BS site itself due to user feedback, channel estimation, signal 
processing, etc. Therefore, the often assumed fast exchange of 

This work has been performed in the framework of FP7 project ICT-
317669 METIS. The authors would like to acknowledge the contributions of 
their colleagues, although the views expressed are those of the authors and do 
not necessarily represent the project. 



CSI and alike information might remain a bottleneck factor in 
future cooperative multicell multiantenna systems. 
 
While the dynamics of wireless channels are associated with 
physical phenomena one cannot change easily, the user data in 
many applications have predictable behavior that allows their 
sharing and cashing/buffering (illustrated with “files” next to 
the base stations in Fig. 1) at convenient locations in future 
networks, having in mind that the costs for memory will likely 
remain well below the costs for building a low latency 
backhaul network. In other words, although the amount of data 
to be shared is higher for the actual user data compared with 
the overhead CSI, in certain scenarios of significant practical 
interest it might indeed be easier to have the user data 
available in the cooperating transmitters. With this motivation 
in mind, we are interested in an extended set of cooperation 
possibilities. The objective of this research is namely to 
examine the so far less-understood multicell cooperative 
techniques that do not exploit CSI exchange (constrained by a 
short time delay requirement for this exchange), but might still 
benefit from data sharing or caching. We remark that caching 
of data in radio access networks (e.g., for media files 
downloading) has recently attracted a lot of attention in the 
community [7] [8].  
 
This works differs from most of the contributions in the area 
of cooperative wireless systems primarily in the assumption 
on the information exchange model for cooperation. While the 
classical JP and CB scenarios are and certainly will remain of 
great interest, as explained above, future wireless systems 
should support a broader set of cooperation possibilities in 
order to adapt to the new deployments and consider realistic 
backhaul latency. One line of research regarding the backhaul 
latency assumes analysis and compensation of the delays 
introduced in CSI distribution, often utilizing some inherent 
wireless channel characteristics such as temporal correlation 
[9][10]. On the other hand, one might try to optimize the 
multi-antenna precoders and equalizers by exploiting the 
locally available CSI (in this paper we focus on time-division 
duplex (TDD) scenarios, and the meaning of local CSI will be 
explained in detail in Section II). The scheme investigated 
here falls into this group (unlike the ones from [8]), and it 
exploits the supposed possibility of data sharing. The relevant 
works in the literature for the case we study are [11][12] (cf. 
also [13]). 
 
Our contributions can be briefly summarized as follows: 
  We propose a scheme which conveniently places the 

interference in the subspaces agreed offline by the BSs, 
and show how in some practical scenarios of interest all 
interference components can be added in a destructive 
manner. For this reason, we coin the investigated scheme 
(distributed) Destructive Interference Addition (DIA). 

  The DIA method is shown to admit more users in the 
system than zero forcing (ZF) approaches (cf., e.g., [14]), 
while being able to keep the available degrees-of-freedom 
(DoFs). 

 
 

Fig. 2. Simplified system model with single-antenna users. 
 

 By preserving the DoFs, the interference-free solution and 
its variation that we study, outperform significantly the 
referent works [11][12] in many relevant cases, while 
little or practically no additional cooperation effort is 
introduced. Further, unlike in the related works, the 
method proposed here is applicable for multi-stream 
transmission to multi-antenna users, as well. 

 

A. Notation 
We use small and large bold fonts to denote vectors and 
matrices, respectively. The dimensions, if not explicitly stated, 
will be clear from the context. I is the identity matrix, and 0 is 
the zero-matrix. The Frobenius norm is denoted by ‖(∙)‖ி. 
The transpose and conjugate (Hermitian) transpose of a matrix 
are written as (∙)்and (∙)ு, respectively. ற is the Moore–
Penrose pseudoinverse of [15] . Cே is the N-dimensional 
complex space, and 	E(∙) is the expectation operator. 
 

B. Outline of the Paper 
The rest of the paper is organized as follows. In Section II, the 
basic system model with single-antenna users and the main 
problem statement are presented. Section III describes the 
proposed DIA scheme in two variations with respect to the 
coordination effort and power control, and explains its 
application also to a more general system model with multi-
antenna users. Numerical examples followed by a discussion 
of results are shown in Section IV, and some concluding 
remarks are given in Section V. 

 

II. SYSTEM MODEL AND PROBLEM STATEMENT 
A simplified system model under study is shown in Fig. 2. We 
consider downlink transmission in a multicell multiple-input 
single-output (MISO) system, on one shared resource (flat 
fading scenario). There are M BSs in the system transmitting 
simultaneously to K mobile stations (MSs). For convenience, 
each BS is assumed to be equipped with N		antennas, while the 
mobiles have single antennas. We initially describe our 
approach using this case as it reveals already many interesting 



aspects, and as it enables a direct comparison with the related 
approaches from the literature, which handle single stream 
transmission per user. We remark, however, that the principal 
idea is directly applicable to the general multicell multiuser 
MIMO setup, where BSs and MSs have arbitrary number of 
antennas, and where more data streams per MS are 
transmitted. Some comments for this general case are given in 
Section III.A. Further, our particular interest is in less-
understood, underdetermined, distributed systems where the 
relation N<K holds, though the scheme we analyze is 
applicable for N≥K, as well. In other words, we try to 
maximize the number of active users which can be supported 
in a (nearly) interference-free manner. 
 
The flat fading channel between the BSm and the MSk is 
denoted by ࢎ ∈ 	Cே. We suppose that each base station has 
only local transmit CSI. In other words, the BSm knows the 
channels ࢎ, k=1,...,K, perfectly, and it has no information 
about the channels collected at other base stations. Such 
scenario matches well TDD setups. For notational 
convenience, all channels at the BSm are grouped into one 
matrix ࡴ 	≜ 	 ଵࢎ	] ⋯   .[ࢎ
 
In this paper, we analyze the case where all user data is 
assumed to be shared among the cooperating base stations. At 
one time instant, the symbol intended for the MSk is xk, and 
the complete data vector ࢞ = 	 ଵݔ	] ⋯ {ு࢞࢞}]், with Eݔ =
  .is available to all BSs ,ࡵ
 
Let the linear precoder of the BSm for the MSk be denoted by 
ࢌ

()(ࡴ) ∈	Cே, where the notation with the channel in 
brackets is used to emphasize the fact that the precoder is a 
function of the local channel knowledge only, and will be 
implicitly assumed and occasionally omitted in the sequel. The 
signal transmitted from the BSm, denoted by ࢙, is then 
 

࢙ = 	ࢌ
()	ݔ



ୀଵ

. (1) 

The signal that the MSk  receives is given as  
 

ݕ = ࢎு ࢙		

ெ

ୀଵ

+ 	݊ ,				݇ = 1, …  (2) 	,ܭ,

where ݊ is the complex white additive noise with E{|݊|ଶ} =
 ଶ,∀݇. Clearly, the scheme at hand can be seen as aߪ
superposition of M multiuser MISO channels [12], which are 
well-understood separately (cf., e.g., [16]). 

 
Based on (1) and (2), the signal-to-interference-plus-noise 
ratio (SINR) at the MSk (assumed to have perfect CSI) is 
 

SINR = 	
ห∑ ுࢎ ࢌ		

()ெ
ୀଵ ห

ଶ

∑ ห∑ ுࢎ ࢌ
()		ெ

ୀଵ ห
ଶ

+ 	ଶߪ	
ୀଵ
ஷ

		. (3) 

The problem of interest will be the sum-rate maximization in 
the system  

max
ቄࢌ

()(ࡴ)ቅ
ୀଵ,…,ெ
ୀଵ,…, 		

ܴ ≜ log	(1 + SINR)


ୀଵ

 

(4) 

subject	to		ฮࢌଵ
() ⋯ ࢌ

()ฮ
ி

ଶ
≤ ௧ܲ௧ , ∀݉, 

where ௧ܲ௧  is the per-BS power constraint, assumed to be the 
same for all BSs w.l.o.g. 

 

III. DESTRUCTIVE INTERFERENCE ADDITION 
In this contribution, we analyze an interference-free solution at 
the reception for the system model shown in Section II. From 
the SINR expression (3), it can be noticed that the problem (4) 
is very involved, particularly if it is to be solved in a 
distributed way. Namely, the precoders in the cooperating 
cluster, dependant on the channels collected at different BSs, 
are coupled both in the numerator and the denominator of the 
users’ SINR expressions. From (3), it can be seen that for the 
interference-free reception at MSk, the following condition is 
to be satisfied 

ࢎு
ெ

ୀଵ

ࢌ
() = ,				∀݈	 ∈ {1, …  (5) .{݇}\{ܭ,

We show in the sequel how the precoders of the BSs can be 
calculated to satisfy the interference-free condition in certain 
scenarios using the local CSI only.  

Let ࢜ଵ, … ெ࢜, 	denote a predefined arbitrary set of fixed Cିଵ 
vectors known to all BSs, with 

ଵ࢜ + 	… + ெ࢜	 = . (6) 
We will discuss the possibilities for selecting convenient 
,ଵ࢜ … ெ࢜, 	in Section IV. It can be easily checked that the 
interference free condition for all MSs is satisfied if  

⎣
⎢
⎢
⎢
⎢
⎢
⎡ ଵࢎ

ு

⋮
,ିଵࢎ
ு

,ାଵࢎ
ு

⋮
ுࢎ ⎦

⎥
⎥
⎥
⎥
⎥
⎤

ࢌ
() = 	 ࢜ 	, ∀݇ = 1, … ݉∀			,ܭ, = 1, … 	  (7) .ܯ,

The above given sufficient condition for calculating the 
precoder ࢌ

() of the BSm for the MSk depends only on the 
locally available channels at the BSm. As the fixed vector ࢜ 
is known to the BSm in advance, there exists practically no 
additional effort in information exchange for cooperation. The 
equation (7) is solvable (for generic channels, i.e., for almost 
all channel realizations [17]) if 

ܰ ≥ ܭ − 1. (8) 



From (8), we see a possibility of handling some 
underdetermined configurations, as well (for an even larger 
number of users, the scheme should be combined with some 
scheduling strategies). In other words, an additional user can 
be supported by applying the proposed approach, compared to 
the (distributed) zero-forcing (ZF) method. A solution for ࢌ

() 
in this case is 

ࢌ
() = 	

⎣
⎢
⎢
⎢
⎢
⎢
⎡ ଵࢎ

ு

⋮
,ିଵࢎ
ு

,ାଵࢎ
ு

⋮
ுࢎ ⎦

⎥
⎥
⎥
⎥
⎥
⎤
ற

࢜ ,			∀݇ = 1, … ݉∀			,ܭ, = 1, …	  (9) .ܯ,

As the precoders calculated from (9) can violate the power 
constraints of (4), we present two approaches which scale the 
solutions so that these constraints are satisfied: 

 DIA: In this method, all precoders ࢌ
(), ݇ = 1, … ,ܭ,

݉ = 1,  ,are scaled with the same positive real factor ,ܯ…
so that the most critical per-BS power constraint is 
satisfied. Notice that this requires additional exchange of 
information of one scalar value among the BSs and the 
distribution of the common scaling factor, which must be 
realized in a fast manner. 

 DIA with uncoordinated power control (DIA-UPC): In 
this case, the precoders ࢌ

(), ݇ = 1, …  at the BSm are ,ܭ,
scaled with a positive scalar ߙ so that  

ฮߙൣࢌଵ
() ⋯ ࢌ

()൧ฮ
ி

= ඥ ௧ܲ௧ . (10) 

       Clearly, this can be done in a completely distributed way. 
 

We note that the application of both schemes is possible with 
straightforward modifications also in scenarios with arbitrary 
per-BS or per-antenna power constraints. 

An illustration of the DIA and DIA-UPC approaches is given 
in Fig. 3 for the case of 2 BSs equipped with 2 antennas and 3 
single-antenna users. 
 
In this case, for the DIA scheme, the BS1 is designing its 
precoder (beamformer) ࢌଵ

(ଵ) so that the interference factors 
ଵଶுࢎൣ ଵࢌ

(ଵ) ଵଷுࢎ ଵࢌ
(ଵ)൧

்
	match the vector ࢜ଵ =  Other .࢜

precoders of the BS1 are calculated in an analogous way. The 
BS2 is performing the same strategy, but using ࢜ଶ =  so ,࢜−
that the interference components are completely cancelled 
(possibly after scaling with the same factor to satisfy the 
power constraints, as illustrated by the blue and red full 
vectors in Fig. 3). For the DIA-UPC, the interference factors 
from the BS1 and BS2 have only the same direction as ࢜ଵ and 
 ଶ, respectively, while the interference amplitudes can be࢜
different after scaling, as illustrated by the dashed vectors. In 
other words, for the DIA-UPC, the interference is only 
approximately cancelled. 
 

 
Fig. 3. Illustration of the DIA method. 

 
 
We note that, as in the case described by Fig. 3, N= ܭ − 1 
holds, no further optimization of the factors multiplying the 
desired signals is done. 
  
Interestingly, from Fig. 3 it can be seen that both DIA and 
DIA-UPC perform a kind of interference alignment. However, 
one should notice that the assumptions on the system model  
are very different from the ones in [17]. 
 

A. Multi-Antenna Users 
In order to simplify the exposition, let each MS be equipped 
with R antennas, and receive D data streams (layers). The flat 
fading channel between the BSm and MSk is written as 
	ࡴ ∈ 	Cோ×ே .	 The data for the mobile station (user) MSk, are 
grouped into the vector ࢞ 	 ∈ 	C. The complete data vector ࢞ 
is then the concatenation of all user data vectors. The precoder 
of the BSm for the MSk  is now a matrix ࡲ

() ∈	Cே× . We 
assume that the MSk is equipped with a linear equalizer 
ࡳ ∈ 	C×ோ. For comparison purpose, the goal in the MIMO 
case will be analogous to the problem (4), with the objective 
function defined as the sum rate of the layers of all MSs 

ܴ	 =  log൫1 + SINR,ௗ൯


ௗୀଵ



ୀଵ

, (11) 

where SINR,ௗ 	is the post-processing SINR of the d th layer of 
the MSk . We remark that higher rates can be achieved with 
optimized processing of the receive data streams at one user. 



 
The interference-free solution at the reception in this case has 
to satisfy the following condition: 

ࡳ ࡴ

ெ

ୀଵ

ࡲ	
() = , ∀݇	 ∈ {1, … ,{ܭ,

∀݈	 ∈ {1, …  .݇\{ܭ,
(12) 

The DIA method in this case will obtain the solution for the 
precoders from the conditions 
 

⎣
⎢
⎢
⎢
⎢
⎡
ଵࡴ
⋮

,ିଵࡴ
,ାଵࡴ

⋮
,ࡴ ⎦

⎥
⎥
⎥
⎥
⎤

ࡲ
() = 	 ࢂ 	,			∀݇ = 1, … ,ܭ, ∀݉ = 1, … 	  (13) ,ܯ,

with predefined matrices V1, … , VM, satisfying 
 

ଵࢂ +⋯+ ெࢂ	 = . (14) 
After the complete cancellation of the interference by the DIA 
algorithm, the  received signal at the MSk  is  
 

࢘ = ൫∑ ࡲࡴ
()ெ

ୀଵ ൯࢞ +  . (15)
 
From (15), we conclude that linear receive equalization 
ෝ࢞ =   to handle the interstream interference is possible if		࢘ࡳ
the equivalent channels 
 

ࡴ
 = ࡴࡲ

()
ெ

ୀଵ

 (16) 

are estimated by the users (similar to the multiuser MIMO 
case). The solutions of interest for the receiver are, e.g., 

 ZF equalization  
ࡳ						 = ࡴ	

ற, (17) 

 minimum mean square error (MMSE) equalization  

ࡳ = 	 ቀࡴ
ுࡴ

 + ቁࡵ	ଶߪ
ିଵ
ࡴ
ு . (18) 

 

IV. SIMULATION RESULTS 
We show the performance results on 3 system configurations, 
denoted by A1-A2-A3-A4, where A1 is the number of 
cooperating BSs, A2 is the number of antennas per BS, A3 is 
the total number of users in the cluster, and A4 is the number 
of antennas per user. The wireless flat fading channel 
coefficients are assumed to be i.i.d. Gaussian distributed with 
zero mean and unit variance. Similarly to [12], we define the 
system signal-to-noise ratio (SNR) as SNR	 ≜ 	 ௧ܲ௧/ߪଶ. 

In the single-antenna MS case, we compare the DIA and DIA-
UPC strategies with the cooperative multicell precoder (CMP) 
from [11] (using the heuristic power allocation scheme for the  

 
Fig. 4. Average sum rates for the configuration 2-1-2-1. 

 
Fig. 5. Average sum rates for the configuration 2-3-2-1. 

 
Fig. 6. Average sum rates for the configuration 2-2-2-2 with 2 data streams for 
each MS. 
underdetermined case suggested in this paper), which appears 
to be the best approach from the literature for the scenario of 
interest [11,12]. We use the joint ZF (JZF) approach from a 
fully cooperative, network MIMO system [14] (with optimal 



power allocation by convex optimization on top of a joint ZF 
precoder) as an achievable DoF indicator for both MISO and 
MIMO cases. 

In Fig. 4, the average sum rates over 1000 random channel 
realizations are shown for the configuration 2-1-2-1. One can 
notice that the DIA approach extracts all available DoFs in 
this case, and that its performance is quite close to the JZF. 
For the SNR values between 3 and 10 dB, the DIA-UPC, 
relaxing the total interference cancellation constraint of DIA 
(which is known to be suboptimal in low SNR regimes), 
appears to be the best strategy. Therefore, it can be concluded 
that DIA and DIA-UPC outperform significantly the reference 
CMP scheme in a very large SNR range. Here, it should be 
remarked that, apart from the offline agreement on the 
interference placement, the backhaul burden of the DIA-UPC 
is exactly the same as in the CMP, while the DIA has 
additionally one scalar value (common power scaling) that has 
to be exchanged in a fast manner (cf. Section III). 

Fig. 5 shows the performance results for the configuration 2-3-
2-1 depicted in Fig. 3. DIA extracts here more DoFs compared 
to the reference scheme, and yields large gains in the high 
SNR regime. In the medium SNR range (11-14dB), DIA-UPC 
has the best performance. For this configuration, in the low 
SNR regime, CMP remains to be a good choice. This can be 
explained by the nature of the CMP scheme which converges 
to an (optimal) MRT solution for low SNR, while DIA 
benefits from exploiting the available DoFs in the system.  

Finally, in Fig. 6, we give results for the full MIMO 2-2-2-2 
setup, with each MS receiving 2 independent data streams (a 
scenario where CMP is not applicable). It can be seen that 
DIA achieves the maximum number of DoFs also in this 
configuration (cf. the curves’ slopes in the high SNR regime), 
and that its loss w.r.t. the JZF strategy is relatively small. 
Regarding the receiver, as expected, the MMSE equalization 
outperforms ZF (and even JZF) in the low SNR regime.  

At this point, it should be mentioned that the vectors ࢜ and 
matrices 	ࢂ 		from (6) and (14) are selected in the numerical 
examples given above as ݁ଶగ/ெ[1 0		… 		0]் and 
݁ଶగ/ெ[ࡵ 	… 		]், respectively. This is a good choice 
particularly for the DIA-UPC strategy, as its suboptimal 
scaling of the precoders will not affect the interference 
components which are forced to be zero, so the number of 
these components should be maximized. Further optimization 
of the offline agreed vectors (matrices) ࢜  ,remains (ࢂ)		
however, as an interesting topic for the future work. 

V. CONCLUSIONS 
It is shown how in certain scenarios of practical interest 

only with local CSI and data sharing it is possible to extract a 
large part of the rate gain that multi-cell cooperation with full 
information exchange provides. In other words, the results 
imply that high latency of the backhaul does not necessarily 
prevent the benefits of multi-cell cooperation. The plans for the 
future work include further improvement of performance in the 

low SNR regime, optimization of the interference placement 
and factors multiplying the desired signals, analysis of 
synchronization errors, and more sophisticated distributed 
power control. 
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